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Abstract—As humans, we experience social stress in countless everyday-life situations. Giving a speech in front of an audience,

passing a job interview, and similar experiences all lead us to go through stress states that impact both our psychological and

physiological states. Therefore, studying the link between stress and physiological responses had become a critical societal issue, and

recently, research in this field has grown in popularity. However, publicly available datasets have limitations. In this article, we propose a

new dataset, UBFC-Phys, collected with and without contact from participants living social stress situations. A wristband was used to

measure contact blood volume pulse (BVP) and electrodermal activity (EDA) signals. Video recordings allowed to compute remote

pulse signals, using remote photoplethysmography (RPPG), and facial expression features. Pulse rate variability (PRV) was extracted

from BVP and RPPG signals. Our dataset permits to evaluate the possibility of using video-based physiological measures compared to

more conventional contact-based modalities. The goal of this article is to present both the dataset, which we make publicly available,

and experimental results of contact and non-contact data comparison, as well as stress recognition. We obtained a stress state

recognition accuracy of 85.48 percent, achieved by remote PRV features.

Index Terms—Psychophysiology, stress recognition, remote photoplethysmography, pulse rate variability, electrodermal activity

Ç

1 INTRODUCTION

PSYCHOPHYSIOLOGY is a branch of psychology that links
human psychological states with physiological responses.

Our psyche is constantly influenced by internal or external
stimuli, inducing us to feel different emotions. During this
process, the human body reacts through physiological signals
that are controlled by the autonomic part of the peripheral
nervous system. Psychophysiology is concerned with the
Autonomic Nervous System (ANS) activity that is induced
when an emotional state is experienced [1], [2].

Living in society confronts us with various situations that
imply human interactions. Social psychology analyzes
social phenomena that affect human behavior. Social psy-
chophysiology combines social psychology with physiologi-
cal signal analysis. In other words, it investigates the
relationship between social behavior and physiological
responses emitted along with. One particular issue that
social psychology is interested in is social stress, which
arises from the resistance a person lives when handling
social situations. In our everyday life, we are constantly
exposed to social stressors, such as giving a speech, talking
to a person who has authority and meeting new people.

When a human is coping with a stressful event, his
body transmits involuntary responses, all controlled by
the part of the ANS called the Sympathetic Nervous System
(SNS). Along with the SNS, the Parasympathetic Nervous
System (PNS) works on balancing and regulating physio-
logical signals. Heart rate variations, high blood pressure,
sweating, are all examples of physiological reactions to
stress. These phenomena can be quantified using several
signals used in psychophysiological experiments. Among
most frequently used signals we can cite the Heart Rate
(HR), Blood Volume Pulse (BVP), Heart Rate Variability
(HRV), and the ElectroDermal Activity (EDA), also called
Galvanic Skin Response (GSR). Interested readers may
refer, for example, to [3] where an interesting review of
experimental studies related to emotional effects on phys-
iological signals that are controlled by the ANS is
realized.

The BVP is a quasiperiodic signal that is constituted of
successive pulse peaks, generated with the pumping activ-
ity of the heart. Pulses naturally occur at non-regular times
[4]. Computing the time intervals between the BVP pulses,
leads to a signal called the Pulse Rate Variability (PRV). The
reference method to obtain the BVP is Photoplethysmography
(PPG), which is a technique that uses a light source and a
receptor to quantify the light that is absorbed or reflected by
human skin. In fact, the blood volume in our tissues impacts
the amount of light that skin absorbs or reflects. PPG offers
the possibility to estimate heart rate in an easy to use, inex-
pensive and less-invasive way than Electrocardiograms
(ECG). ECG allows to obtain the heart rate, and further
deduce the HRV, by measuring the electrical activity of the
heart. Several studies focused on the analogy between PRV
and HRV, leading to the result that both are linked to the
ANS activity, and that the same features can be extracted
from the two signals [5].
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Recent researches have introduced Remote Photoplethys-
mography (RPPG), which offers the advantage of measuring
the same parameters as PPG in a completely remote way. In
fact, RPPG is the non-contact equivalent to the reflective
mode of PPG using ambient light as a source and a camera as
a receptor. The light reflected by the skin is then estimated by
capturing subtle skin color variations by the camera as blood
volume changes. Several image and signal processing steps
allow to obtain a pulse signal, also called the RPPG signal.
State-of-the-art RPPG extractionmethods include Blind Source
Separation (BSS), chrominance-based and deep learning-based
approaches. Independent Component Analysis (ICA) and Princi-
ple Component Analysis (PCA) are well-known BSS techniques
that have been widely used for remote PPG extraction [6], [7],
[8]. Bothmethods aim at isolating RPPG signal from the input
information captured by the camera, considered as a mixture
of intensity, specular and pulse components. De Haan et al.
define RPPG signal as a combination of two orthogonal chro-
minance signals that they build based on RGB information
[9]. Complementary information about baseline RPPG algo-
rithms can be found in [10] and [11]. RPPG estimation from
facial video sequences using spatiotemporal deep neural net-
works has been newly proposed as in [12], [13] and [14]. From
an RPPG signal, PRV can be computed following the same
definition as for the BVP.

A few publicly shared datasets are adapted to psychophys-
iological studies, and, to the best of our knowledge, no pub-
licly available datasets analyze social stress using remote
physiological measures. In fact, there exist datasets that are
intended for emotion analysis, such as CASME [15] and
CASME2 [16], but they target facial expression detection and
recognition. Zhang et al. [17] introduce a multimodal dataset
that involved 140 participants who were exposed to emotion
eliciting videos. They use various imaging techniques, extract
facial expression features and collect several physiological
data, such as EDA and heart rate, in order to study the human
emotional behavior. Other examples of datasets allow to
obtain RPPG signals. This is the case, for instance, of the
UBFC-RPPG dataset [18] which proposes 42 videos along
with corresponding contact pulse signals measured from par-
ticipants who played a time-sensitive mathematical game.
VIPL-HR dataset [19] was created to train a deep network to
estimate heart rate, based on a total number of 3130 visible
light and near-infrared videos. Stricker et al. present the PURE
dataset [20] that is constituted of 60 image sequences of 1 min
and contact pulse signals, collected from 10 subjects who were
asked to perform head motions while they were filmed. In
[21], 204 uncompressed videos and ECG signals are gathered
from 17 participants to test video-based HR estimation robust-
ness to illumination and motion variations. However, these
datasets are adapted for remote PPG computation but do not
cover emotion or stress analysis. Some researchers that were
interested in stress analysis through physiological responses
had to create their own datasets, such as Kurniawan et al.
who detect stress using speech and EDA, gathered from 10
participants [22]. The only studies that have used remotely
acquired physiological signals tomeasure or recognize stress
states use private and quite small databases. For example,
Bousefsaf et al. worked on mental stress detection among 12
subjects using remote heart rate and EDA [23]. In [24],
McDuff et al. detect cognitive stress based on contact and

non-contact physiological measurement (the heart rate, the
breathing rate and theHRV), from 10 participants.

This article introduces a dataset, named UBFC-Phys,1

that was collected to analyze the impact of social stress on
physiological responses. Participants experienced stressful
situations while they were filmed and were wearing a con-
tact bracelet, in order to measure contact and non-contact
physiological data. A Form based on the Competitive State
Anxiety Inventory (CSAI) [25], allowed to quantify for every
participant three dimensions of self-reported anxiety,
namely cognitive anxiety, somatic anxiety and self-confi-
dence. The experience followed a rigorous protocol inspired
from the well-known Trier Social Stress Test (TSST) [26], and
was conducted through three steps: a rest, a speech and an
arithmetic tasks. The two latest tasks were organized follow-
ing two levels of difficulty, as explained in Section 2. Physi-
ological signals that were measured for the study are RPPG,
BVP, remote and contact PRV and EDA. Facial expressions
were also extracted from collected videos. This multimodal,
large, and publicly shared dataset proposes a total number
of 168 videos, contact BVP and EDA signals, as well as self-
reported state anxiety scores, and can serve for studies
related to affective computing and psychophysiology.

In this study, we show that physiological responses can be
assessed during stress using the non-contact RPPG technique.
Actually, non-contact PRV measurement can substitute con-
tact reference measurement (correlations up to 99.83 percent)
in similar experience conditions. Compared to existing data-
sets, this study proposes a further non-contact PRV analysis,
through statistical and classification results. PRV extracted
features were compared to EDA features and facial expres-
sions. We obtained interesting results that show that non-
contact PRV features can separate statistically the rest state
from the stress state, which is supported by an 85.48 percent
classification accuracy. In addition to this result, contact PRV
and EDA narrowly surpassed remote PRV in recognizing the
experience three steps (respective accuracies of 65.71 and
63.09 percent). Remote PRV performed best when it came to
classifying the two levels of difficulty (with an accuracy of
69.73 percent). In all the classification tests, remote PRV gave
better results than contact PRV.

The rest of the article is organized as follows: data collection,
experiment protocol and dataset organization are explained in
Section 2. Physiological signal processing as well as PRV, EDA
and facial feature extraction are detailed in Section 3. In Sec-
tion 4 the obtained results are presented: correlations between
non-contact and contact PRV signals and features are com-
puted in Section 4.1, stress state and experiment task recogni-
tion results using PRV, EDA and facial expression features are
compared in Section 4.2, while stress level recognition based
on physiological data and self-reported anxiety scores are
explored and discussed in Section 4.3. A conclusion, accompa-
nied by future work ideas, is given in Section 5.

2 DATASET PRESENTATION

2.1 Data Collection

The experience took place in a laboratory room. 68 undergrad-
uate psychology students participated in the experience.

1. https://sites.google.com/view/ybenezeth/ubfc-phys
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Participants were filmed during the experience with an
EO-23121C RGB digital camera by Edmund Optics, with a
Motion JPEG compression and a 35 frame per second rate.
The frame resolution was of 1024� 1024 pixels. An artifi-
cial light source was used to ensure uniform lighting con-
ditions for all the participants. Participants were seated
around 1m away from the camera and the light source. In
front of each participant an experimenter was seated. The
experimenter used a laptop to start and stop video record-
ings. Another laptop was needed to simulate a Skype call
as explained in Section 2.2. Having one experimenter (three
experimenters run the sessions, all were students aged
between 20 and 25) constitutes a novelty in comparison
with the original TSST protocol. This choice is motivated
by our concern for experimental condition stabilization.

Contact measurements were realized using the Empatica
E4 wristband,2 which records BVP, skin temperature and
EDA responses. The E4 bracelet has also an accelerometer
and computes the Inter-Beat Intervals (IBI) from the BVP sig-
nal, which constitute the PRV. E4 wristband performances
have been validated in several studies [27], [28], and relate
to various research areas such as sleep monitoring [29],
driving safety [30], and emotion arousal assessment [31].
Accelerometer data and the IBI given by the E4 wristband
were not used in this study. In fact, the IBI provided by the
E4 bracelet are strongly filtered using a proprietary algo-
rithm, which limits the reproducibility of this research. In
this study, PRV extraction and filtering were realized based
on standard algorithms as explained in Section 3.2, making
it possible to compare PRV obtained from contact and
remote pulse signals.

Self-reported data were collected using forms that were
given to the participants at the beginning and at the end of the
experience. These forms were built following the CSAI, and
aimed at mirroring their state anxiety through three dimen-
sions: cognitive anxiety, somatic anxiety and self-confidence.
Forms contained 7 items for each of cognitive and somatic
anxiety, which respectively designate mental and physical
expressions of anxiety. Additional 9 self-confidence items
captured how confident participants felt before and after
the experience session. Each item was partitioned into four
possible responses, presented as numbers from 1 to 4. These
numbers were intended to indicate a level of the experien-
ced anxiety item, 1 meaning not at all and 4 extremely. For cog-
nitive and somatic anxiety, low scores mean the participant
estimates they deal pretty well with the item concerned and
feels decreased anxiety, and high scores indicate the partici-
pant proves difficulty handling the anxiety aspect expressed
by the item. This does not apply for self-confidence, as score
values are proportional to participant confidence degree in
succeeding the experience tasks. Fig. 1 shows the experiment
setting-up.

2.2 Experience Process

Before data were collected, the objective and process of
the experience were presented to every participant. It
was explained that the purpose of this experience was to
study the effect of social stress on our physiological
responses. The use of the camera and the wristband was
justified to each subject. A consent form was given to
the participants, allowing them to choose whether to
share their data with the scientific research community.
The consent form was signed by both the experimenter
and the participant.

Fig. 1. Schema of the experience setting up.

2. https://www.empatica.com/research/e4/

624 IEEE TRANSACTIONS ON AFFECTIVE COMPUTING, VOL. 14, NO. 1, JANUARY-MARCH 2023

https://www.empatica.com/research/e4/


The experience consisted of three tasks: a rest task, a
speech task and an arithmetic task. During the rest task, par-
ticipants were asked to stay quiet and not to talk. This phase
constituted a baseline for physiological responses, and
allowed to remove the effects of prior stimuli, such as com-
ing late to the experience session. This was an important
step in order to facilitate comparisons between participants’
responses. The rest task lasted 10 minutes.

The speech and arithmetic tasks were interactive and had
two possible scenarios, conceived so that two stress levels
can be treated: a hard scenario (that we called test) and an
easier one (named ctrl in our dataset). Participants were ran-
domly assigned to one of the two versions. In the test sce-
nario, the speech task was a simulation of a job interview.
Participants had to imagine their dream job and convince
the experimenter to hire them. In the ctrl scenario, the sub-
jects had to either recall a positive holiday memory or imag-
ine a dream vacation, and persuade the experimenter to
wish to have the same holidays. In both scenarios, partici-
pants had the possibility to prepare a draft for their speech
before the task started. In the test version, the experimenter
picked up the speech draft, and a fake Skype call video
played on the participant laptop (see Fig. 1). Participants
were told that the Skype call permitted an additional jury
member who would not intervene to watch their perfor-
mance. Introducing this artificial intervener, presented as a
non-verbal communication expert, constitutes another

novelty compared to the original TSST protocol, and sup-
ports our concern in holding the experimental conditions as
constant as possible across all the sessions. The speech task
lasted 6 minutes, subjects were free to choose the duration
of their speech. Almost all of them did not exceed 3-minute
speeches; hence the experimenter asked them extra ques-
tions to fulfill the task devoted time.

In the arithmetic task, participants were asked to perform
a countdown starting from 2025 in steps of 10 in the ctrl sce-
nario, while it had to start at 2023 in the test version and
respect steps of 17. Subjects had to pronounce the countdown
numbers out loud, and were stopped whenever they gave
the wrong number. When this happened, they had to start
over the countdown. The arithmetic task lasted 4 minutes.
For the rest of this article, we denote the rest task T1, the
speech task T2 and the arithmetic task T3. Fig. 2 gives exam-
ples of frames belonging to videos acquired during the three
experience tasks. The three subjects show typical attitudes
for each task: gaze directed outside of the camera lens in T1
and T3while subjects more often look at the experimenter in
the eye in T2, limited motion in T1, postures that describe a
reflection effort in T3.

The experimenter announced the beginning and ending
of each task, and participants were asked to click on the
E4 wristband button wrist faced to the camera. This allowed
to use the bracelet time marker function and facilitate
the synchronization between the wristband and the video

Fig. 2. Examples of frames extracted from videos recorded during the rest task T1 (first column), the speech task T2 (second column) and the arith-
metic task T3 (third column).
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recordings. The different tasks were explained to partici-
pants before each task started. The experimenter launched
the video recording before the rest task started and stopped
it once the arithmetic task finished.

At the endof the experience, subjectswere free to ask further
questions and discuss with the experimenter about their opin-
ion, comments and feelings regarding the experiment protocol.

As stated earlier, our experiment is inspired by the Trier
Social Stress Test and aims at assessing social stress by com-
paring measured physiological data. The stress induced by
the TSST was qualified as social because the protocol com-
bines key elements of social evaluative threat and uncon-
trollability to produce physiological and psychological
stress responses in humans [32], [33]. Within the original
protocol [26], [34], a high level of social-evaluative threat
was induced by a public speaking in front of an unrespon-
sive audience and completing a surprise mental arithmetic
test. In the present study, we used a slightly modified ver-
sion, the participants performed a stressful public speaking
(a self-presentation and an unexpected arithmetic task) in
front of an audience composed of one experimenter. In the
test scenario, the audience included another experimenter
presented as an expert in behavioral analysis by visio-
conference during the speech task, with the purpose to
enhance the social-evaluative dimension of the protocol. As
in the original TSST version, participants were evaluated by
the expert without any signs of support and were informed
that their performance will be recorded in audio/video.

2.3 Dataset Organization

The final UBFC-Phys dataset proposes data collected from
56 healthy subjects (12 participants were eliminated due to
technical problems or data sharing refusal). Participants are
all aged between 19 and 38 (mean age is 21.8 and standard
deviation is 3.11). Among these participants 46 are female
and 10 male. Data is organized into 56 folders, correspond-
ing to every participant. Thus, for each subject, three videos
are available, one video per task. For concerns of equalizing
the duration of the three tasks and alleviating the dataset
size, only three minutes were kept. For data related to the
rest task, the 3 minutes started from the middle, while they
started at the beginning for the speech and the arithmetic
tasks. Alongside the videos, contact blood volume pulse
and electrodermal activity signals obtained from the E4
wristband are given. There are three BVP and three EDA
signal :csv files for each participant, respective to the three
experience tasks. A :txt file contains information relative to
the experiment, such as the subject associated number
(from 1 to 56), his sex, the date and time the video recording
began. In the same file the experience scenario (test or ctrl) is
indicated. Pre and post-session self-reported state anxiety
scores are given in a :csv file.

Fig. 3 summarizes the conduct of the experience sessions.
It shows selected timeframes (indicated by a red broken
line) that define available data extraction. Pink windows
refer to introduction, transition and ending times (respec-
tively denoted as 1, 2 and 3 in Fig. 3). During introduction
time, which lasted approximately 5min, the experimenter
first explained the objective of the experience and the equip-
ment used to collect data, then gave consent and pre-session
forms, before presenting the rest task T1. Transition times

(2 in Fig. 3) designate periods where the experimenter gave
instructions of tasks T2 and T3, both lasted around 1min.
Ending time (3 in Fig. 3) lasted nearly 3min, and allowed
participants to ask further questions about the experience
after post-session forms were filled.

3 DATA PROCESSING

In this section, we explain how collected data were proc-
essed before validation tests were applied. In Section 3.1,
we present the steps that allowed RPPG signal extraction
from recorded videos. Next, PRV estimation and filtering,
as well as PRV-based feature extraction, are detailed in
Section 3.2. In Sections 3.3 and 3.4 we correspondingly cite
EDA and facial expression features estimated for this study.

3.1 RPPG

To extract RPPG signals, the face is detected on the input
video frames, then skin pixels are selected since they con-
tain blood volume information. Next, the RGB values over
the skin pixel area are spatially averaged. The concatenation
of successive averaged RGB yields RGB temporal traces that
are thereafter processed before an RPPG estimation algo-
rithm is applied.

We used the face detection deep learning-based OpenCV
model, which relies on the Single Shot MultiBox Detector
method proposed by Liu et al. [35]. Skin pixels were selected
following the Conaire et al. algorithm [36]. RGB traces pre-
processing consisted of two steps: a detrending step that
was realized by dividing samples by their mean over a 1s
temporal interval, followed by a band-pass filtering step
which was obtained using a 0.7 and 3.5 Hz cut-off frequency
Butterworth filter. For the following, let us denote Rn, Gn

and Bn the detrended and filtered RGB traces, and (RGB)n
the vector space comprised of Rn, Gn and Bn. Among the
existing RPPG extraction methods, we used the Plane-
Orthogonal-to-Skin (POS) algorithm, introduced by Wang
et al. in [11], mainly because of its efficiency and execution
speed. Wang et al. remove intensity variations induced by
motion, which equally impact the three RGB channels. To
do so, they consider a plane P that is orthogonal to the unit
vector u ¼ ð1; 1; 1ÞT in the (RGB)n space. Temporally nor-
malized RGB are projected onto the plane P , leading to two
signals Y1 and Y2 that are linear combinations of Rn, Gn and
Bn. Y1 and Y2 are defined as

Y1 ¼ Gn �Bn

Y2 ¼ Gn þBn � 2Rn:

�
(1)

The pulse signal Y is obtained as

Y ¼ Y1 þ aY2: (2)

The a factor is set as de Haan et al. propose in [9].

Fig. 3. Global timeline of the experience sessions.
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3.2 PRV

After resampling RPPG (initially sampled at the frame per
rate, i.e., 35) and BVP (initially sampled at 64 Hz) signals to
128 Hz using shape-preserving piecewise cubic interpolation,
remote PRV and contact PRV were extracted. From both con-
tact and remote pulse signals, peaks were detected. Then,
Pulse-to-Pulse (PP) intervals, which are time differences
between successive peaks expressed in seconds (s), were com-
puted to constitute PRV signals. Two steps have been fol-
lowed in PRV signal processing: signal filtering (explained in
Section 3.2.1) and feature extraction (detailed in Section 3.2.2).

3.2.1 PRV Filtering

We were inspired by the Kubios HRV software threshold-
based artefact correction algorithm [37] for PRV signal filter-
ing. PRV signals were median filtered using a 51 sample
wide median filter (let us denote this width as L, thus
L ¼ 51), yielding a new signal medPP . Next, PRV samples
PP ðiÞwith i 2 ½1; N �,N being PRV signal length, were com-
pared to the corresponding local median valuemedPP ðiÞ. If

jPP ðiÞ �medPP ðiÞj > t; (3)

i.e., the difference exceeded a threshold value t, PRV sam-
ples were replaced by the respective median value. We
applied a 0.15 s threshold, which corresponds to a strong fil-
tering in [37].

To minimize the influence of zero-padding introduced
by median filtering, we included a mirror flip at PRV signal
boundaries. Two symmetries were realized: a symmetry of
the first (L�1

2 þ 1) PP values with respect to the first sample
PP ð1Þ, and a symmetry of the last (L�1

2 þ 1) PP values with
respect to the last sample PP ðNÞ. In other words, for

i 2 ½2; L�1
2 þ 1�

i 2 ½N � L�1
2 ;N � 1�;

�

we flipped PP ðiÞ samples to obtain two vectors that were
respectively concatenated at the beginning and at the end of
PRV signals. Therefore, median filtering generated an M ¼
ðN þ L� 1Þ long pulse signal PPf . Only PPfðjÞ for j 2
½L�1

2 þ 1;M � L�1
2 � were kept before applying threshold-

based filtering.

3.2.2 PRV Feature Extraction

Several features were extracted from PRV signals, all reflect-
ing the PNS and SNS activity. Temporal features that were
computed are: pulse-to-pulse mean value PP , heart rate
mean value HR, PP standard deviation value SDPP and
root mean square of successive differences RMSSD. HR,
SDPP and RMSSDwere computed as follows:

HR ¼ 60

PP
(4)

SDPP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

ðPP ðiÞ � PP Þ2
vuut (5)

RMSSD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

N � 1

XN
i¼2

ðPP ðiÞ � PP ði� 1ÞÞ2
vuut : (6)

Building PP histogram allowed to compute the Baevski
stress index SI as presented in [38]. Frequency domain-
related features were extracted from the PP series Lomb-
Scargle power spectral density. Low and high frequency (LF
and HF) PRV components were obtained by summing
power spectral density over ½0:04; 0:15�Hz and ½0:15; 0:4�Hz
intervals respectively. LF is assumed to reflect both the SNS
and PNS activity, while HF is related to PNS reactions. The
ratio LFHF, given by LF over HF, is supposed to describe
interactions between the SNS and the PNS, also called the
sympathovagal balance. Geometric features SD1, SD2 and S
resulted from PRV two-dimensional Poincar�e plot, which
was obtained by plotting each PP sample PP ðiÞ as a func-
tion of the preceding PP value PP ði� 1Þ. Poincar�e plot can
be fitted into an ellipse [39] of minor axis SD1 and of major
axis SD2. The ellipse surface Swas computed as

S ¼ p � SD1 � SD2: (7)

In total, 11 features were extracted from contact and non-
contact PRV signals.

3.3 EDA

Skin electrodermal activity signal reflects the influence of
the SNS during stress. It is characterized by two compo-
nents: tonic Skin Conductance Level (SCL), and phasic Skin
Conductance Response (SCR). The first type is the smooth
baseline level, and the latter represents rapid reactions to an
external stimulus. EDA is measured in microSiemens (mS)
and sampled at 4Hz.

Multiple EDA signals corresponding to the rest task pre-
sented no phasic SCR responses, which led us to only calcu-
late tonic SCL. Tonic skin conductance level was computed
using Continuous Decomposition Analysis, introduced in [40],
using the Ledalab Matlab toolbox. Therefore, EDA signal
mean eda and standard deviation stdEda values were com-
puted, as well as SCL mean scl and standard deviation stdScl.
Besides, we extracted the SCL minimum and maximum val-
ues (respectively minScl and maxScl), and subtracted the 10
first sample mean value from the 10 last sample mean value
(we denote this difference as diffScl) to characterize the SCL
variation during the experience tasks. In sum, 7 features were
estimated from EDA signals. Fig. 4 shows subject 1’s electro-
dermal activity signal, recorded during the second experi-
ment task, aswell as extracted tonic conductance level.

Supplemental Material I, which can be found on
the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TAFFC.2021.3056960,
gives standard statistical data of contact and remote PRV as
well as EDA features cited in Sections 3.2 and 3.3, extracted
from PRV and EDA signals of all 56 subjects during the
three experience tasks.

3.4 Facial Expressions

From videos recorded during experience sessions, we
extracted facial expression features using the OpenFace
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FeatureExtraction estimator.3 For each frame, eye gaze direc-
tion vectors, location of the head with respect to camera
(and euclidean norm of location coordinates), head rotation
angles around X, Y and Z axes were retrieved, as well as 17
Action Unit (AU) intensity (from 0 to 5) and presence (0 if
the AU is absent and 1 otherwise) in the frame (AUs
extracted are 1, 2, 4, 5, 6, 7, 9, 10, 12, 14, 15, 17, 20, 23, 25,
26, and 45). Action units are defined in the Facial Action
Coding System (FACS), first introduced by Hjortsj€o [41] and
developed by Ekman and Friesen [42]. FACS includes
facial muscle movements related to emotions humans can
feel. Next, mean and standard values of all the features
extracted along input video frames were computed, except
for AU intensity and presence. We only computed AU
intensity mean value, and a presence percentage was cal-
culated by normalizing the number of frames with a 1
presence score over the total number of video frames. 52
final features were estimated from video recordings to
describe the participants’ facial expressions.

4 EXPERIMENTATION VALIDATION AND RESULTS

In this section, we validate the proposed experimentation
protocol through several demonstrations. First, we prove
in Section 4.1 that remote PRV can substitute contact
PRV features in similar experimental conditions. We esti-
mated continuous heart rate signals from remote and con-
tact PRV, and obtained satisfying correlations reaching
99.83 percent. In Section 4.2, we aim at detecting stress
using statistical ANOVA test and machine learning.
ANOVA shows that several contact and remote PRV fea-
tures, as well as all EDA features, succeed in recognizing
the stress state. In addition to that, remote PRV features
surpass the rest of physiological modalities in classifying
rest and stress states, with a 85.48 percent accuracy. A task
recognition classification was also applied, and whereas
EDA performs best with an accuracy of 75.71 percent,
remote PRV outpaces contact PRV. ANOVA and machine
learning classification were also used to recognize the two
stress levels proposed in the experience, as presented in

Section 4.3. While physiological features fail in separating
the levels using ANOVA, self-reported somatic anxiety
allows stress level recognition. Besides, remote PRV gives
the best accuracy in terms of stress level classification
(69.73 percent accuracy).

4.1 Remote and Contact PRV Comparison

To compare remote and contact PRV signals, we built
heart rate signals for each pair of remote/contact PRV, by
computing the mean HR over PRV sliding windows of
30 seconds. We chose HR since it is a robust and simple-to-
calculate feature. For each task, we computed Pearson Corre-
lation Coefficient (PCC) between contact and remote HR
signal estimations.

PCC estimates the linear correlation between two varia-
bles, and can range from �1 to 1. Obtained PCC values for
the three tasks were respectively 0.83, 0.42 and 0.61. These
values reflect the level of noise that impacted both contact
and remote pulse signal measurements. Highest value
obtained for T1 can be justified by the fact that in the rest
task subjects were still, whereas during the speech and the
arithmetic tasks they acted spontaneously, moving their
hands and/or face. This caused noise in BVP and RPPG sig-
nals, leading remote and contact PRV traces to be noisy,
mainly for the second and third tasks.

Since the camera and the wristband have different sensi-
tivities to noise, it is difficult to determine when a single
pulse signal (BVP or RPPG) is reliable. For this reason, we
worked with the hypothesis that BVP and RPPG signals
are reliable if they highly correlate, and have close values.
To validate the experience and obtain reliable results, we
eliminated contact and remote PRV traces that failed in
respecting this hypothesis. To do so, We selected pairs of
remote/contact PRV based on two criteria: Pearson Correla-
tion Coefficient, of HR signals and Mean Absolute Error
(MAE) of remote and contact HR. MAE allows to compare
two variables that have the same scale by evaluating their
difference. A PCC value of 1 combined with a null MAE
signifies that two variables are the same. Two signals may
have a high PCC value, implying they correlate, yet their
values can be very different. An acceptable PCC value,
combined with a controlled MAE, would allow to select
signals close in terms of correlation and values. For this
reason, for HR signals of each task Ti with i 2 f1; 2; 3g, we
tolerated PCCs of at least 0.40 (40 percent), and MAE val-
ues lower than the mean MAE value of all signals of that
task MAETi . This can be expressed by the two following
conditions:

PCCHRðHRR;HRCÞ >¼ 0:40
MAEHRðHRR;HRCÞ <¼ MAETi

� ��
; (8)

where HRR and HRC are respectively remote and contact
HR signals, and :d e is the ceiling function. PCCHR is
expressed in% andMAEHR in beats per minute (bpm).

Hence, respecting these conditions led 14 subjects to be
eliminated from T1, 33 subjects from T2 and 28 subjects
from T3. A visual inspection permitted to retrieve partici-
pants with signals that did not respect one of the conditions
given in Equation (8) and showed visual similarity in HR
traces. No subject was added for T1, 3 subjects were

Fig. 4. EDA signal and extracted SCL for subject 1 during the speech
task.

3. https://github.com/TadasBaltrusaitis/OpenFace/
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retrieved for T2 and 5 for T3. We obtained a total of 101 sig-
nals per modality (contact or remote) for the three tasks, dis-
tributed as follows: 42 signals for T1, 26 for T2 and 33 for
T3. Supplemental Material II, available online, gives the list
and number of subjects eliminated in each task. Statistical
data of physiological features extracted from selected sub-
ject PRV and EDA signals are also given in Supplemental
Material I, available online. Selected HR signals showed a
PCC mean value of 87 percent for T1, 74 percent for T2 and
66 percent for T3, while values before selection were of 68,
32 and 36 percent correspondingly for the three tasks. MAE
had average values of 3.55 bpm for T1, 9.26 bpm for T2 and
5.99 bpm for T3. Subject selection allowed to reach values of
0.95 bpm, 3.96 bpm and 2.36 bpm for the respective tasks.
Exact values are detailed in Table 1. Fig. 5 shows remote
and contact heart rate (HRR and HRC) plots corresponding
to maximum Pearson correlation values obtained for each
task. Maximum PCC was obtained with subject 17’s HR sig-
nals for T1, subject 18 for T2 and subject 12 for T3.

Noise may alter the accuracy of heart rate measurements
based on PRV signals. In fact, it has been shown that very
little heart period artifacts can lead to errors of heart rate
variability features that are larger than the typical effect size
in psychological studies [43]. Therefore, for each task, we
validated PRV features by computing correlations between
contact and remote features. Pearson correlation coefficient
was computed for each couple of vectors that contained all
values of a given feature fi with i 2 ½1; 11�. We obtained
PCC mean values of 0.85 for T1, 0.66 for T2 and 0.73 for T3.
Best PCC obtained for T1, followed by T3 and T2, shows
once more the influence of noise on PRV features, since in
T1movements were very limited while in T2 and T3 partic-
ipants moved freely. Highest PCC values for the three tasks
were obtained by PP (same results were given by HR, since
they are inversely proportional). LFHF gave lowest PCC val-
ues. Figs. 6 and 7 show correlation plots of PP (denoted as
meanPRV ) and LFHF.

4.2 Stress State Recognition

After valid data selection, we sought to investigate the
relationship between physiological data and stress induc-
tion. Within this context, we analyzed whether stress can
be detected.

To detect a stress state, were kept only participants with
signals in T1 and at least in one other task among signals
selected as explained in Section 4.1. This allowed to define a
non-stress state (represented by T1), and a stress state esti-
mated based on T2 and T3. For subjects with either valid T2
or T3 signals, corresponding PRV and EDA features were
considered as defining the stress state. Stress state was
expressed as the average T2 and T3 PRV and EDA feature
values for subjects who showed valid signals for both tasks.
The non-stress state was defined by T1 PRV and EDA fea-
ture values.

To differentiate between non-stress and stress states, two
approaches were considered: Analysis of Variance (ANOVA)
and machine learning, both tested on PRV and EDA fea-
tures. ANOVA analysis is a statistical tool that determines
whether a variable has different behaviors in changing lev-
els of a given factor. This is realized by comparing varia-
tions between group data to variations within these groups.
A probability p-value and a score F are defined to decide on

TABLE 1
Remote/Contact HR Signal Pearson Correlation

Coefficient and Mean Absolute Error Mean, Minimum
and Maximum Values Per Task

PCCHR (%) MAEHR (bpm)

T1 before select. after select. before select. after select.

mean value 67.64 87.00 3.55 0.95
min value �47:45 40.67 0.10 0.10
max value 99.83 99.83 33.95 2.15

T2 before select. after select. before select. after select.

mean value 32.00 74.14 9.26 3.96
min value �75:66 29.67 0.23 0.23
max value 98.26 98.26 27.80 8.04

T3 before select. after select. before select. after select.

mean value 36.35 66.13 5.99 2.36
min value �77:00 17.48 0.51 0.51
max value 97.31 97.31 34.81 4.93

Fig. 5. Remote and contact heart rate (HRR and HRC ) plots with maximum PCC values in T1, T2, and T3.
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the significance of this variability. In our study, the ANOVA
test was applied to non-stress and stress groups for each
feature separately, and the p-value was compared to a sig-
nificance level of 0.05. Hence, for p-values lower to the sig-
nificance level, it was concluded that the group means are
different, and the groups separable.

PP , HR, and LFHF failed to separate non-stress and
stress states for both modalities (remote and contact), as
well as remote LF (p ¼ 0:06) and contactHF (p ¼ 0:25). Fea-
tures yielding p-values between 0.05 and 0.1 were consid-
ered as close to be significant in terms of group separation,
which is the case for remote LF . Other remote and contact
PRV features succeeded in differentiating between the two
groups. Fig. 8 shows ANOVA test results using PRV fea-
tures S and HR. HR fails in separating non-stress and stress
(p ¼ 0:80 for contact HR and p ¼ 0:70 for remote HR,
denoted as meanHRC and meanHRR in Fig. 8). It can be
observed in Fig. 8 that HR group means are close for
both modalities: non-stress mean values are 83.31 bpm and
83.68 bpm for contact and remote HR respectively, while
stress mean-values are 83.95 bpm for contact HR and
84.63 bpm for remoteHR.

ANOVA tests on all EDA features accomplished non-
stress and stress group separation. Test result on EDA signal
mean value meanEda and standard deviation stdEda are
given by Fig. 9. For both features, group means considerably
increase from non-stress to stress states (meanEda ¼ 0:48mS

and stdEda ¼ 0:06mS for non-stress group vs meanEda ¼
1:55mS and stdEda ¼ 0:24mS for stress group).

In the machine learning approach, two classifications
have been realised: non-stress vs stress states, and T1 vs T2
vs T3. Both tests were applied based on contact PRV fea-
tures (PRVC), remote PRV features (PRVR) and EDA fea-
tures. Results obtained with contact PRV alongside with
EDA are also presented, in order to highlight the compari-
son between contact and non-contact modalities. It is impor-
tant to note here that features related to facial expressions
do not make sense for T1 and are not used in this experi-
ment. Contact PRV and EDA feature combination was
obtained by reducing their concatenation dimensionality to
a chosen number of features. Dimensionality reduction can
usually be achieved by selecting a number k best scoring
features following a given metric, which we chose to be
ANOVA F -score, since it expresses whether a variable can
distinguish between different groups. Hence, ANOVA anal-
ysis was performed for each facial expression feature using
classification labels (Non-stress / stress in stress state classifi-
cation, and T1 / T2 / T3 in task recognition) to define the
groups. Features with the highest resulting F -scores (i.e.,
the greatest capacity to separate the groups) were kept (we
fixed k ¼ 10).

Four classifiers were considered: Support Vector Mac-
hine (SVM) with a linear kernel, SVM with Radial Basis
Function (RBF), Logistic Regression (Log Reg) and K-Nearest

Fig. 6. meanPRVCorrelation Plots for tasks T1, T2, and T3, showing very high correlation between contact and remote average HR estimations.

Fig. 7. LFHF Correlation Plots for tasks T1, T2, and T3. LFHF is the feature that gives the lowest PCC in this study.
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Neighbors (KNN). Classifier models were validated using
stratified KFold (with a number of folds equal to 7) cross-
validation. This way, the entire data is divided into 7 sub-
sets, each subset serves iteratively as a test set and the
rest constitutes the training set, and a classification accu-
racy score is computed for each fold. Constituted folds
are stratified, meaning they contain the same percentage
of samples for each label. Accuracy represents the per-
centage of correct class predictions over the total number
of predictions. Mean accuracy over the 7 folds was

calculated and retained as a classification result for all
classification tests presented in this article.

Table 2 gives non-stress vs stress state classification
results using features previously cited. Maximum accuracy
is written in bold for each feature modality. Absolute
maximum value of 85.48 percent (written in red) is achie-
ved by remote PRV (PRVR) features, followed by EDA fea-
tures (82.38 percent), and contact PRV + EDA combination
(79.52 percent). Contact PRV (PRVC) features give the low-
est accuracy (75.00 percent).

Fig. 8. Non-stress and stress group comparison with ANOVA for: (a) contact S, (b) remote S, (c) contact HR and (d) remote HR. Non-stress and
stress data groups are represented in blue and red colors when ANOVA test succeeds in separating them. A data group is coloured in gray when con-
sidered as similar to the other group by ANOVA test. This colour interpretation applies for all ANOVA test figures presented in the article.

Fig. 9. Non-stress and stress group comparison with ANOVA for (a) meanEda and (b) stdEda.
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Table 3 shows task classification results, where EDA fea-
tures reach a 75.71 percent accuracy. Remote PRV and com-
bined contact features give close accuracy values (respectively
63.09 and 65.71 percent). PRVC features show the lowest accu-
racy (51.43 percent).

After we showed in Section 4.1 that the correlation
between contact and non-contact PRV features was high,
we show here that the results obtained with PRV features
estimated from the video signals were even higher than
those obtained with PRV features measured from the con-
tact wristband device. We observed in Section 4.1 that the
BVP signals from the bracelet were at least as noisy as the
RPPG signals. Actually, it is well known that the PPG
technology is very sensitive to motion, and this severely
limits its exploitation in psychophysiological studies such
as ours, where participants’ movements are not restricted.
Based on stress state and task recognition results given
by Tables 2 and 3, EDA modality seems more resilient to
disturbances since EDA features give better results than
BVP features. One hypothesis for this gap may be the
nature of sensors that measure EDA and BVP, as electro-
des are used for the former, while the latter uses an opti-
cal device. Besides, video-based PRV modality has
proven to be reliable in recognizing the stress state gener-
ated following the experience. It is also important to note
that a duration of 5 minutes is usually recommended to
calculate PRV features [44], making the 3 minutes consid-
ered in our study for each task seem relatively short.
However, emergent works propose to use significantly
shorter durations, as in [45] and [46]. The 3min duration
can explain why, for example, LFHF does not allow to dif-
ferentiate the states of stress and non-stress. Besides, we
can mention that the correlation between remote and con-
tact LFHF was very low, which suggests that this feature
was not stable enough and therefore too noisy to discrim-
inate the stress states.

4.3 Stress Level Recognition

In Section 4.2, we proved that physiological measures, par-
ticularly remote PRV, allowed detecting stress. In this sub-
section, we assess collected data’s capacity to recognize
stress levels. ANOVA and machine learning algorithms
were applied to determine whether the different features
succeeded in separating the experience stress levels, linked
to test and ctrl scenarios. ANOVA tests were applied to mea-
sured physiological features and self-reported data. Aver-
age item scores were computed based on participants’
responses for each state anxiety dimension set of items. This
led to a total number of 2 scores per dimension (cognitive
anxiety, somatic anxiety and self-confidence), correspond-
ing to the times participants filled the form (i.e., before the
experience session started and after it finished). Post-session
scores were normalized using pre-session scores for the
three dimensions. Physiological features were normalized
by non-stress state (i.e., T1) values. All contact and remote
PRV features, as well as EDA features, failed in differentiat-
ing the two groups (i.e., all p-values were superior to 0.05).
Regarding PRV, we give as an example ANOVA test results
for contact and remote SDPP in Fig. 10. Group separation
results based on ANOVA are shown in Fig. 10 for tonic SCL
mean and maximum values (respectively named meanSCL
and maxSCL). It can be observed that the difference
between the groups is slightly more visible when using the
EDA features, even if still not statistically significant.

Before ANOVA test was applied to self-reported data in
order to determine whether it manages to separate test and
ctrl groups, the reliability of anxiety levels indicated by par-
ticipants had to be verified. This was achieved by comput-
ing Cronbach’s alpha a, also called tau-equivalent reliability.
Coefficient a estimates the consistency of a psychometric
test. Introduced in [47], it expresses the correlation of items
that measure the same phenomenon. Thus, coefficient a

was computed for each anxiety dimension, namely cogni-
tive anxiety, somatic anxiety and self-confidence, based on

TABLE 2
Non-Stress Versus Stress State Classification Results

Based on Contact and Remote PRV Features
(respectively denoted as PRVC and PRVR), EDA Features

and Combination of Contact Features

Features Classifiers Accuracy (%)

PRVC SVM - linear kernel 75:00
SVM - RBF kernel 71.90
Log Reg 73.57
KNN 70.71

PRVR SVM - linear kernel 84.29
SVM - RBF kernel 85:48
Log Reg 83.81
KNN 78.81

EDA SVM - linear kernel 79.29
SVM - RBF kernel 82:38
Log Reg 77.86
KNN 81.66

PRVC + EDA SVM - linear kernel 79:52
SVM - RBF kernel 74.29
Log Reg 78.33
KNN 72.86

TABLE 3
Task Recognition Results on Contact and Remote PRV Fea-
tures (Respectively Denoted as PRVC and PRVR), EDA Fea-

tures and Combination of Contact Features

Features Classifiers Accuracy (%)

PRVC SVM - linear kernel 51:43
SVM - RBF kernel 50.48
Log Reg 51:43
KNN 49.29

PRVR SVM - linear kernel 62.62
SVM - RBF kernel 61.90
Log Reg 63:09
KNN 57.62

EDA SVM - linear kernel 75:71
SVM - RBF kernel 64.52
Log Reg 71.19
KNN 60.24

PRVC + EDA SVM - linear kernel 65:71
SVM - RBF kernel 60.95
Log Reg 64.29
KNN 55.95
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participants’ answers before (pre-session) and after (post-
session) experience sessions. As explained in [48], a values
below 0.7 lead items selected to be questioned, whereas val-
ues starting from 0.7 involve items that have reliable consis-
tency. All a values obtained ranged between 0.81 and 0.94,
which implies itemsmeasuring the three anxiety dimensions
are reliable. Pre-session a values were 0.85, 0.81 and 0.88 for
the cognitive anxiety, somatic anxiety and self-confidence
respectively, which indicate good item consistency accord-
ing to [48]. Corresponding post-session values were 0.94,
0.90 and 0.91, pointing an excellent item consistency.

Somatic anxiety scores allowed to distinguish the two
stress levels (p ¼ 0:03), while cognitive anxiety and self-
confidence scores failed in separating the levels (obtained
p-values were respectively 0.12 and 0.33). Fig. 11 shows test
and ctrl group comparison based on somatic anxiety scores.
It can be noticed that there is nearly no evolution from pre
to post-session for ctrl group (mean value of 0.01), mean-
while test group score mean value is 0.35. Positive mean val-
ues indicate somatic anxiety scores increase from pre to
post-session. test mean value being superior to ctrl mean
value leads us to assume the test scenario is more stressful.
Cognitive anxiety mean values are also positive, and evolve
the same way as for somatic anxiety. Self-confidence mean
values for test and ctrl are both negative, meaning partici-
pants feel less confident with regard to their performance
during the tasks at the end of the experience. Obtained
mean value for test group is lower to ctrl, which supports

the hypothesis that test scenario induces higher state anxiety
than ctrl scenario.

Machine learning classifiers used for stress state classifi-
cation and task recognition were used for test and ctrl sce-
nario classification. The four classifiers were applied to
contact and remote PRV, EDA, combination of contact PRV
and EDA features, as well as facial expression extracted as
explained in Section 3.4. Contact PRV and EDA combina-
tion was obtained following the same procedure as for
stress state classification and task recognition, with the
exception of ANOVA groups that were defined according

Fig. 10. test and ctrl group comparison with ANOVA for: (a) contact S, (b) remote S, (c) contact meanHR and (d) remote meanHR.

Fig. 11. test and ctrl group comparison for somatic anxiety normalized
scores with ANOVA.
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to test and ctrl class labels. Similarly, facial expression fea-
ture dimensionality was reduced and facial features that
achieving the 20 best F -scores were kept. Physiological fea-
tures were normalized by non-stress state (i.e., T1) values.
Results, detailed in Table 4, show that all physiological data
outperformed facial expression features, which had a maxi-
mum accuracy of 55.07 percent. This result may be
explained by the fact that contrary to physiological
responses which are spontaneous, facial expressions can be
voluntary [49], [50]. Besides, Ekman made the hypothesis
that some individuals do not display facial expression even
when their physiological signals prove they are experienc-
ing an emotional state [51]. These aspects may complicate
characterizing stress based on facial activity. The best accu-
racy was reached by remote PRV (69.73 percent). EDA fea-
tures as well as EDA and contact PRV combination yielded
the same accuracy (63.60 percent).

Stress level classification results are globally more limited
than those obtained for stress state recognition. A possible
explanation would be that the speech and the arithmetic tasks
imply a high stress level in both scenarios. In other words,
talking about one’s ideal holidays or doing arithmetic opera-
tion, even simple ones, may be experienced as very stressful
in front of a stranger. Therefore, the difference between the
two stress levels may have not present enough significance.
Furthermore, the test version of the arithmetic taskmay be too
difficult and produce a paradoxical demotivation effect on
participants. Nevertheless, results obtained with physiologi-
cal data are still promising, and somatic anxiety scores show a
strong variation between ctrl and test groups.

In the three classification tests, contact PRV features give
lower results than EDA. Combining contact PRV and EDA
features does not give better accuracies than separated EDA

features. We assume that this may be due to the fact that
information contained in contact PRV features do not com-
plete EDA’s. Besides, although we applied a subject selec-
tion step in order to maximize data exploitation, contact
PRV features may present noisy information that worsen
the combination’s performance.

5 CONCLUSION AND FUTURE WORKS

This article presents a multimodal dataset involved with
social stress effect on contact and remote physiological
responses. Social stress was induced following a rigorous
andwell-prepared protocol, based on the commonly-used in
psychophysiology TSST test. Electrodermal activity and
blood volume pulse signals, as well as videos and self-
reported anxiety scores of 56 participants are proposed. In
this study, we validated the experimentation protocol thr-
ough several tests and particularly proved that remote pulse
rate variability could substitute contact PRV in similar expe-
rience conditions. This was supported by satisfying extra-
cted HR comparison results. Moreover, stress state, task and
level classifications showed remote PRV performed better
than contact PRV. High accuracy of 85.48 percent was
obtained for stress state recognition based on remote PRV
features, surpassing all othermodalities.

However, to obtain and validate our results, several BVP
and RPPG signals were put aside due to noise occurring
especially in the speech and arithmetic tasks. Future works
will evaluate to what extent these signals can be used or,
more specifically, whether the parts of these signals that are
not noisy can be exploited. It will then be necessary to auto-
matically and reliably determine the portions of the signal
that are noise-free, and study the possibility to extract rele-
vant information from these sequences. These exciting pros-
pects pave the way for a more widespread use of non-
contact physiological measurements towards a better
understanding of our psyche.
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